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About VNIOS Virtual Appliance for KVM

Infoblox VNIOS for KVM is a virtual appliance designed for KVM (Kernel-based Virtual Machine) hypervisor and KVM-based OpenStack
deployments. The Infoblox vNIOS for KVM enables you to deploy large, robust, manageable

and cost effective Infoblox Grids. For information about Infoblox Grids, refer to the Infoblox NIOS Documentation. Note that the vNIOS for KVM
functions as a hardware virtual machine guest on the Linux system.

Infoblox NIOS provides core network services and a framework for integrating all the components of the modular Infoblox solution. NIOS provides
integrated, secure, and easy-to-manage DNS (Domain Name System), DHCP (Dynamic Host Configuration Protocol) and IPAM (IP address
management) services. In addition to DNS, DHCP and IPAM, NIOS also provides TFTP, HTTP, and FTP file transfer services. Infoblox vNIOS for
KVM provides most of the features supported by the NIOS, with some limitations described in Known Limitations.

You can configure most of the vNIOS appliances as independent or HA (high availability) Grid Masters, Grid Master Candidates, and Grid
members (or a reporting member). Table 1.1 lists the supported vNIOS appliance models and their specifications.
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VNIOS for KVM Virtual Appliance Models

vNIOS Appliances Overall Disk (GB) # of CPU Cores Memory Allocation (G~ Supported as Grid M
B) aster and Grid Master
Candidate
IB-VM-805 (Reporting 250 (+ 1 TB user 2 32 No
only) defined reporting
storage)
IB-VM-815 250 2 16 Yes
IB-VM-825 250 2 16 Yes
IB-VM-1405 (Reporting 250 (+ 1.2 TB user 4 32 No
only) defined reporting
storage)
IB-VM-1415 250 4 32 Yes
IB-VM-1425 250 4 32 Yes
IB-VM-2205 (Reporting 250 (+ 2.4 TB user 8 64 No
only) defined reporting
storage)
IB-VM-2215 250 8 64 Yes
IB-VM-2225 250 8 64 Yes
Network Insight Virtual Ap Overall Disk (GB) # of CPU Cores Memory Allocation Supported as Grid Master
pliances and Grid Master Candidate
ND-v805 *1 250 2 32 No
ND-v1405 +1 250 4 32 No
ND-v2205 *1 250 8 32 No
Cloud Platform Virtual Appliance Overall Disk (GB  # of CPU Memory Allocatio Supported as Grid Master and Grid Master Candida
S ) Cores n te
CP-V805 *2 250 2 16 No
CP-V1405 *2 250 4 32 No
CP-V2205 *2 250 8 64 No
Note

NIOS for KVM is supported in the following environments: OpenStack, Red Hat Enterprise Linux 7.4, 7.5, and Ubuntu 16.04.

To achieve best performance on your virtual appliances, follow the recommended specifications and allocate your resources within the
limits of the licenses being installed on the appliances.

Only IB-V1405 as a Reporting server has been qualified for OpenStack.

NIOS virtual appliance for Hyper-V is not recommended as a Grid Master or Grid Master Candidate.

1 ND virtual appliances are designed for Network Insight only. Discovery is supported in OpenStack only with SRIOV enabled.

2 CP-v805, CP-V1405, and CP-V2205 do not support downgrading from NIOS 8.4.x to any earlier NIOS releases and is only supported in NIOS
8.4 and later releases.

Requirements

The following are required for the installation of the vNIOS for KVM virtual appliance:

® The gcow?2 file for the specified vNIOS virtual appliance model. This is the vNIOS software package that you download from the Infoblox
Technical Support site. To download the package, you must have a valid login account on the Infoblox Support site. Register your
product at https://support.infoblox.com if you do not already have an account. Make sure that you download the file with a name that
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corresponds to the appliance model number. For example, you can download this file: ni os- 7. 3. 0- 314352- 2016- 01- 29- 05- 02- 02
- 160G 1410-di sk1. gcow?2. For more information about the supported vNIOS for KVM appliance models, see Table 1.1.
The current qcow? file format is compatible with KVM/QEMU version 2.1.3 or higher.

Note
To configure a reporting server, ensure that you download two gcow? files: one with “nios...disk1.qcow2" and the other
"nios...disk2.qcow2" extensions.

® Any of the following Linux distributions:
® RHEL 7.4 for KYM-based OpenStack
® RHEL 7.5 for KVM-based OpenStack
¢ Ubuntu 16.04 for KVM-based OpenStack
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Supported vNIOS Versions

VNIOS for KVM are supported for NIOS versions 7.2.x, 7.3.x, and 8.x. Note that NIOS 7.2.x DOES NOT support the following features:

Elastic scaling for the Grid Master

Elastic scaling with temporary licenses

Elastic scaling for vNIOS for KVM in OpenStack with DHCP enabled
Reporting and the ND virtual appliances

IPv6

HA (High Availability)

Note
For NIOS 7.2.x, you must configure the LAN1 IP address and network properties through cloud-init or manually through the Infoblox
console CLI after the vNIOS virtual appliance has started.

You can configure the vNIOS virtual appliance as a Grid member or a reporting member. vNIOS for KVM supports the following reporting
appliances for NIOS 8.0.0 version: IB-V805, I1B-V1405, IB-V2205, and I1B-V4005. When you set up a vNIOS reporting virtual appliance, it is used
solely for reporting purposes. You cannot add licenses to run other services, such as DNS and DHCP, on a reporting appliance. The Infoblox
reporting solution automates the collection, analysis, and presentation of core network service data that assists you in planning and mitigating
network outage risks so you can manage your networks more efficiently. For more information about Infoblox Grids and reporting solution, refer to
the Infoblox NIOS Documentation. Note that you must create an instance that has a second disk associated with it. For more information see, Sett
ing Up VNIOS OpenStack Flavors.
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Deploying vNIOS for KVM

You can deploy the vNIOS appliance from a remote web server or a local file system accessible from your management system. Instructions in
this section assume that you have configured the server on your network, and you are able to connect to it from your management system.
To deploy a VNIOS appliance for KVM, complete the following:

1. Install relevant package for the operating system, either CentOS for KVM or RHEL (Red Hat Enterprise Linux) for KVM-based
OpenStack, that you use:
® |n your CentOS environment, verify that you have already installed the device-mapper package. If not, run the following
commands to install the package:
yuminstall device-nmapper
service libvirtd restart
® In your RHEL environment, verify that you have already installed the gnome package. If not, you can run the following
commands to install the package:
yum group |ist
The above command lists all available installation groups on the RHEL environment. Next, run the following command to install
gnome package:
yum groupi nstall 'Server with GU'
Alternatively, you can use the following command to install only the core gnome package:
yum groupi nstall ' X Wndow System ' GNOWE'
2. Download the gcow?2 file from the Infoblox Technical Support site. For information, see Requirements.
3. Install the vNIOS virtual appliance in KVM-only or KVM-based OpenStack environment, as described in the following sections:
® For KVM, see Installing vNIOS Virtual Appliance in the KVM Environment.
® For KVM-based OpenStack, see Installing vNIOS for KVM in the OpenStack Environment.
4. Configure and start the vNIOS virtual appliance, as described in the following sections:
® For KVM, see Configuring the vNIOS Instance in the KVM Environment.
® For KVM-based OpenStack, see Starting a vNIOS Instance in OpenStack Environment.

Note
Infoblox recommends that you back up your existing configuration before deploying vNIOS for KVM.
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Insta

1.

Defini

[ling vNIOS Virtual Appliance in the KVM Environment

Depending on which KVM Hypervisor you are using, upload the gcow?2 file(s) for the specified vNIOS virtual appliance model to the
KVM/libvirt environment. If you are deploying a vNIOS reporting server (which requires two disk images), you must upload both the
xxx-disk1.gcow2 and xxx-disk2.qcow? files, and then create an XML file to define the vNIOS instance in KVM. Note that you can
download sample XML files from the Downloads page for specific VNIOS versions, available on the Infoblox Support web site. For
supported appliance models, see Table 1.1.

. Set up the following networks for your KVM environment. You may need to manually modify certain files to suit your environment. Refer

to the respective documentation for your KVM Hypervisor.
® MGMT_network
® LAN1_network
® LAN2_network

. Create XML files for the vNIOS virtual appliance you want to deploy, as described in Defining XML files for vNIOS Appliances; and then

open the KVM console and execute the following commands to define and start the vNIOS virtual appliance. You may need to include the
paths for the XML files if you save them in a different directory.

virsh net-define <Name of the MGMI XM file>

virsh net-define <Name of the LANL XML fil e>

virsh define <Nane of the vnios XM file>

virsh start <VM Name>

. Optionally, if you are deploying a vNIOS reporting server, create an XML file as described in Defining an XML File for Reporting Servers,

and then open the KVM console and execute the following commands to define and start the vNIOS reporting instance:

chown -R genu.genmu <the directory to which you upl oaded the gcow2 fil es> (For example, if you store the qcow2
files in /storage/vm/reporting800, enter / st or age/ vni r eporti ng800.)

virsh define <XM. fil e>(You may need to include the path for the XML file if you save it in a different directory.)

virsh start <VM Nane>

. Configure the vNIOS instance as described in Configuring the vNIOS Instance in the KVM Environment.

ng XML files for vNIOS Appliances

Instead of deploying a vNIOS virtual appliance through the GUI, you can create the following XML files for the appliance and then execute
commands to define and start the appliance in KVM. For information about the commands, see Installing vNIOS Virtual Appliance in the KVM Env

ironment.
° ® XML file for defining the MGMT interface, as shown in Sample XML File for MGMT.
® XML file for defining the LAN1 interface, as shown in Sample XML File for LAN1.
® XML file for defining vNIOS information such as the name of the VM, memory size, number of CPUs, location of the gqcow? files,
file format, and others, as shown in Sample XML File for a vNIOS Appliance.
Sample XML File for MGMT
<net wor k>
<name>MGMI'</ nanme>
<f orward node='bridge'/>
<bri dge name='virbr0' />

</ net wor k>

Sample XML File for LAN1

<net wo
<n
<f
<b

rk>

ame>LAN1</ nane>

orward node=' bridge' />
ridge name='virbr0' />

</ net wor k>

Sample XML File for a vNIOS Appliance

Following is a sample XML file for defining a vNIOS virtual appliance in KVM. Note that the VM name, memory, vCPU, and location of the gcow2
file (highlighted in red in the following example) may vary. You can change these parameters according to your deployment.

<domai

n type='kvm >

<nane> | nf obl ox- TE- 820 </ nane>
<menory unit='"Ki B'> 2097152 </ nenory>

<vcp
<0Ss>
<ty

u placement="static'> 2 </vcpu>

pe arch='x86_64" machi ne=' pc '>hvnx/type>
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<boot dev='hd'/>

</ os>
<f eat ur es>

<acpi />

<api c/ >

<pae/ >
</features>
<clock offset="utc'/>
<on_power of f >dest r oy</ on_power of f >
<on_r eboot >rest art </ on_r eboot >
<on_crash>restart</on_crash>

<devi ces>

<emul at or> /usr/ bi n/ genu-syst em x86_64 </ emul at or >

<di sk type='file' device="disk'>
<driver nane='genmu' type='gcow2
<source

cache=' none' />

file=' /var/lib/libvirt/imges/nios-7.3.2-316478-2016-02-17-19-34-52-55G 820-di skl.q cow2 '/>

<target dev='vda' bus='virtio' />

sl ot =' 0x04' function='0x0"'/>

<address type='pci' domai n=' 0x0000' bus='0x00

</ di sk>

<interface type='network'>
<rom bar="of f' />

<sour ce networ k=" MaMVI" / >
<nmodel type='virtio'/>

sl ot =' 0x03"' function='0x0'/>

<address type='pci' domai n=' 0x0000

</interface>

<interface type='network'>
<sour ce network='LAN1'/>
<rom bar='off' />

<nmodel type='virtio'/>

sl ot ="' 0x06' function='0x0"'/>

<address type='pci' domai n=' 0x0000

</interface>

<serial type='pty'>

<target port='0"'/>

</serial >

<consol e type='pty' >

<target type='serial' port='0'/>
</ consol e>

<nmenbal | oon nodel =" virtio' >

sl ot =' 0x05' function="0x0"'/>

<address type='pci' domai n=' 0x0000

</ menbal | oon>
</ devi ces>
</ donmai n>

Defining an XML File for Reporting Servers

If you are deploying a reporting server in KVM, you must define an XML file that includes information such as the name of the VM, memory size,
number of CPUs, location of the gcow?2 files, file format, and others before you can spin up the vNIOS instance.

Following is a sample XML file for defining a reporting server in KVM. Note that the VM name, memory, vCPU, and location of the qcow?2 files
(highlighted in red in the following example) may vary. You can change these parameters according to your deployment.

Depending on the KVM tool you are using to deploy the reporting server, you can use the following sample file as a reference to create your own

XML file.
<domai n type='kvm >
<name> reporting800 </nane>

<menory unit="Ki B > 8388608 </ nenory>

<vcpu placenment='static'> 2 </vcpu>
<0S>

<type arch='x86_64' machi ne=' pc '>hvnx/type>

<boot dev='hd' />

</ 0s>

<f eat ur es>

<acpi/ >

<api c/ >

<pae/ >

</ features>

<clock offset="utc'/>

<on_power of f >dest r oy</ on_power of f >
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<on_r eboot >restart</on_reboot >
<on_crash>restart</on_crash>
<devi ces>
<enul at or> /usr/ bi n/ genu-system x86_64 </ emul at or >
<di sk type='file' device="disk'>
<driver nane='genmu' type='gcow?2' cache='none'/>
<sour ce
| e=' /storage/vnireporting800/nios-7.2.6-316673-2016-02-18-14-00-10- 300G 800-di sk1.qcow2 '/>
<target dev='vda' bus='virtio'/>
<address type='pci' domai n=' 0x0000' bus='0x00"' sl ot="0x04" function="0x0"'/>
</ di sk>
<di sk type='file' device="disk'>
<driver nane='genu' type='qcow2' cache='none'/>
<source
file='" /storage/vnireporting800/nios-7.2.6-36673-2016-02-18-14-00-10-300G 800-di sk2. gcow2 '/>
<target dev='vdb' bus='virtio' />
<address type='pci' donmi n=' 0x0000' bus='0x00" slot="'0x09" function="0x0"/>
</ di sk>
<interface type='network'>
<rom bar="off"' />
<source networ k=" MGMI_net wor k' / >
<nodel type='virtio'/>
<address type='pci' donmmi n=' 0x0000' bus='0x00" slot='0x03" function="0x0"/>
</interface>
<interface type=' network'>
<source network="LAN1_network'/>
<rom bar="of f' />
<nodel type='virtio' />
<address type='pci' domai n=' 0x0000' bus='0x00" slot="'0x06" function="0x0"/>
</interface>
<interface type=' network'>
<source network='HA network'/>
<rom bar="of f' />
<nodel type='virtio'/>
<address type='pci' domai n=' 0x0000' bus='0x00" slot="'0x07" function="0x0"/>
</interface>
<interface type=' network'>
<source networ k=" LAN2_network' />
<rom bar="off"' />
<nodel type='virtio' />
<address type='pci' domai n=' 0x0000' bus='0x00" slot="'0x08" function="0x0"/>
</interface>
<serial type='pty'>
<target port='"0'/>
</serial >
<consol e type='pty' >
<target type='serial' port="0"/>
</ consol e>
<menbal | oon nodel ='virtio' >
<address type='pci' domai n=' 0x0000' bus='0x00" sl ot="'0x05" function="0x0"/>
</ menbal | oon>
</ devi ces>
</ domai n>

f

Configuring the vNIOS Instance in the KVM Environment

To configure the vNIOS instance:

1. From the KVM administration tool, such as Virtual Machine Manager, select the vNIOS instance.

2. Open the KVM console.

3. When the Infoblox login prompt appears, log in with the default user name and password.
I ogin: admin
password: i nfobl ox
The Infoblox prompt appears: | nf obl ox >

4. You must have valid licenses before you can configure the vNIOS appliance. To obtain permanent licenses, first use the | nf obl ox >
show ver si on command to obtain the serial number of the vNIOS appliance, and then visit the Infoblox Support web site at https://supp
ort.infoblox.com. Log in with the user ID and password you receive when you register your product online at http://www.infoblox.com/sup
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port/customer/evaluation-and-registration.
If the vNIOS virtual appliance does not have the Infoblox licenses required to run NIOS services and to join a Grid, you can use the set
tenp_| i cense command to generate and install a temporary 60-day license.

5. From the list of licenses, select to add the Grid, vNIOS, and other relevant licenses for your vNIOS virtual appliance. For the vNIOS
reporting appliance, you must also select the Reporting license.

Note
You must have both the Grid and vNIOS licenses for the vNIOS virtual appliance to join a Grid.

6. Use the CLI command set networ k to configure the network settings.
I nfobl ox > set network
NOTI CE: All HA configurations are perforned fromthe GUI. This interface is used only to
configure a standal one node or to join a Gid.
Enter | P address: 10.1.1.22
Enter netnask: [Default: 255.255.255.0]: 255.255.255.0
Enter gateway address [Default: 10.1.1.1]: 10.1.1.1
Become Gid nmenber? (y or n): n

Note
For an HA Grid Master, ensure that you specify these settings for both the active and passive nodes.

After you confirm your network settings, the Infoblox Grid Manager automatically restarts. You can then proceed to setting up a Grid, as
described in Setting Up a Grid.

Managing vNIOS Instances

You can use the following commands to manage the vNIOS for KVM through a GUI virt-manager:

virsh consol e <VM nane>: To access the VM console.

virsh start <VM nanme>: To start a VM.

virsh list andvirsh list --all:Tolist VMs defined on the host. Note that the --all option includes VMs that are currently offline.
virsh undefine <VM nane>: To remove the VM definition from the KVM environment. Use this command only after the VM has been
shut down.
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Installing vNIOS for KVM in the OpenStack Environment

Note
Before you issue commands with Nova, ensure that your environment contains the necessary credentials. You can do this by sourcing

the keystonerc_admin file that is created during the OpenStack installation. For more information, refer to the section Getting Credential
s for a CLI in the OpenStack CLI Guide.

To install vNIOS for KVM in OpenStack:

In OpenStack, run sour ce keyst oner c_adm n to set up the OpenStack environment.

Upload the gcow?2 file for the specified vNIOS for KVM model to OpenStack. For more information, see Requirements.
. Set up the OpenStack flavors, as described in Setting Up vNIOS OpenStack Flavors.

Import the vNIOS instance into OpenStack, as described in Importing vNIOS Instance into OpenStack.

Set up security groups, as described in Setting Up Security Groups.

Start an instance, as described in Starting a vNIOS Instance in OpenStack Environment.

ISR

Setting Up vNIOS OpenStack Flavors

After you upload the gcow? file, set up the OpenStack flavors for your vNIOS models. Each flavor corresponds to different vCPU, RAM, disk size,

and functionality.

Infoblox enables you to choose the size of the virtual disk that you use for reporting. To do so, you must create a vNIOS instance and associate
an additional disk with it. You can add an ephemeral disk in the flavor that is used to create an instance. Note that the value for the ephemeral
disk must be a non-zero.

To set up the vNIOS OpenStack flavors, run the following command:

nova flavor-create --is-public true <nane> <I D> <Menory> <di sk> <cpu> --swap 0
--epheneral 0
where

* nane defines the name for the vNIOS for KVM instance. For reporting, mention the name of the reporting model.
® | Ddefines the unique OpenStack flavor ID for the KVM instance.

®* nmenory di sk and cpu specify the flavors of the vNIOS for KVM instance.

®* epheneral defines the additional disk that is required to configure the reporting model.

Following is a sample command:
nova flavor-create --is-public true vnios-1420.160 6 8192 160 4 --swap O --epheneral O
For list of vNIOS OpenStack flavors with their specifications, refer vNIOS for KVM Virtual Appliance Models.

To manage the vNIOS OpenStack flavors, use the standard Nova API. For example, run nova fl avor-1i st to show the created flavors.

Importing vNIOS Instance into OpenStack

Use the following command to create the vNIOS instance in OpenStack:
gl ance i mage-create --nane <the nanme of the vVNICS inage> --visibility public
--container-format bare --disk-format gcow2 --file <location of the inage>
Example:

gl ance image-create --nanme vni 0s-820 --visibility public --container-fornat bare

--disk-format qcow2 --file
/tmp/ ni os-7. 3. 3-318825- 2016- 03- 04- 23- 16- 19- 55G 820- di sk1. qcow2

Setting Up Security Groups

When you set up your OpenStack environment, you can create an additional security group "vnios-sec-group” or add certain protocol rules to
existing or default security groups to allow specific network traffic. You can configure basic settings as described in Basic Configuration, or
configure optional settings as described in Advanced Configuration. These sections contain sample scripts you can use to establish specific

protocol rules.

Basic Configuration
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Creating security group "vnios-sec-group":

#VNI OS security group
neutron security-group-rul e-create vni os-sec-group

HTTPS communications:

# https

neutron security-group-rule-create --protocol tcp --port-range-mn 443 --port-range- max
443 --ethertype | Pv4 vni 0s-sec-group

neutron security-group-rul e-create --protocol tcp --port-range-mn 443 --port-range- max
443 --ethertype | Pv6 vni 0s-sec-group

Advanced Configuration

Grid communications:

#tunnel s

neutron security-group-rule-create --protocol udp --port-range-mn 1023

--port-range-max 1023 --ethertype | Pv4 vni os-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 1023

--port-range-max 1023 --ethertype | Pv6 vni os-sec-group

neutron security-group-rul e-create --protocol udp --port-range-mn 1194

--port-range-nmax 1195 --ethertype | Pv4 vni os-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 1194

--port-range-max 1195 --ethertype | Pv6 vni os-sec-group

neutron security-group-rul e-create --protocol udp --port-range-mn 2114

--port-range-max 2114 --ethertype |Pv4 vni os-sec-group

neutron security-group-rul e-create --protocol udp --port-range-mn 2114

--port-range-max 2114 --ethertype | Pv6 vni os-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 802 --port-range-max 802
--ethertype | Pv4 vni os-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 802 --port-range-nmax 802
--ethertype | Pv6 vni os-sec-group

Optional for other protocols:

# dhcp

neutron security-group-rule-create --protocol udp --port-range-mn 67 --port-range-mx
69 --ethertype | Pv4 vnios-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 67 --port-range-nmax
69 --ethertype | Pv6 vnios-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 647 --port-range-nmax 647
--ethertype | Pv4 vni os-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 647 --port-range-max 647
--ethertype | Pv6 vni os-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 546 --port-range- max
547 --ethertype | Pv4 vnios-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 546 --port-range-mx
547 --ethertype | Pv6 vnios-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 546 --port-range-mx
547 --ethertype | Pv4 vnios-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 546 --port-range-max
547 --ethertype | Pv6 vnios-sec-group

# ntp

neutron security-group-rule-create --protocol tcp --port-range-mn 123 --port-range- max
123 --ethertype |Pv4 vni os-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 123 --port-range- max
123 --ethertype | Pv6 vni 0s-sec-group

neutron security-group-rul e-create --protocol udp --port-range-mn 123 --port-range- mx
123 --ethertype | Pv4 vni os-sec-group

neutron security-group-rule-create --protocol udp --port-range-mn 123 --port-range- max
123 --ethertype | Pv6 vni os-sec-group

# dns

neutron security-group-rule-create --protocol tcp --port-range-mn 53 --port-range- max
53 --ethertype | Pv4 vnios-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 53 --port-range-max
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53 --ethertype | Pv6 vnios-sec-group
neutron security-group-rule-create --protocol udp --port-range-mn 53 --port-range- max
53 --ethertype | Pv4 vnios-sec-group
neutron security-group-rule-create --protocol udp --port-range-mn 53 --port-range-mx
53 --ethertype | Pv6 vnios-sec-group

# ftp

neutron security-group-rule-create --protocol tcp --port-range-mn 20 --port-range-max
21 --ethertype | Pv4 vni os-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 20 --port-range- max
21 --ethertype | Pv6 vnios-sec-group

# sysl og

neutron security-group-rule-create --protocol udp --port-range-mn 514 --port-range- max
514 --ethertype | Pv4 vnios-sec-group

neutron security-group-rul e-create --protocol udp --port-range-mn 514 --port-range-mx
514 --ethertype | Pv6 vnios-sec-group

# reporting

neutron security-group-rule-create --protocol tcp --port-range-mn 9997
--port-range-max 9997 --ethertype | Pv4 vnios-sec-group

neutron security-group-rule-create --protocol tcp --port-range-mn 9997
--port-range-max 9997 --ethertype | Pv6 vni 0os-sec-group

# |1 QWP
neutron security-group-rule-create --protocol icnp --ethertype |Pv4 vni os-sec-group neutron
security-group-rule-create --protocol icnp --ethertype |Pv6 vni 0os-sec-group

The following screen shot illustrates how to set up the security group rules.
File Edit View Search Terminal Help
neutron net-list

# setup flavors and security group: vnios-sec-group
vnios openstack flavor-setup

rules

£

ELS

neutron security-group-rule-create --protocol udp --po

1023 ange-max 1623 Kl up
neutron security-group-rule-create --protocol udp --port-r 1 1194 -- nge-max 1195 vnios-sec-group
neutron security-group-rule-create --protocol udp --po ¥ 1 2114 nge-max 2114 vnios-sec-group
neutron security-group-rule-create --protocol wdp --port-range-min 862 --port-range-max 882 vnios-sec-group
# ssh

neutron security-group-rule-create --protocol tcp --port-range-min 22 --port-range-max 22 vnios-sec-group
# http/https

neutron security-group-rule-create --protocol tcp --port-range-min 80 --port-range-max 88 vnios-sec-group
neutron security-group-rule-create --protocol tcp --port-range-min 443 --port-range-max 443 vnios-sec-group

# dhcp

neutron security-group-rule-create --protocol udp --port-range-min 67 --port-range-max 69 wvnios-sec-group
neutron security-group-rule-create --protocol tcp --port-range-min 647 --port-ra nax 647 vnios-sec-group
neutron security-group-rule-create --protocol tcp --port-range-min 546 --port-re ax 547 vnios-sec-group

neutron security-group-rule-create --protocol udp --port-range-min 546 --port-range-max 547 vnios-sec-group

Starting a vNIOS Instance in OpenStack Environment

To start a vNIOS instance:

1. Ensure that you have already specified the vNIOS flavors and provided a unique name for the instance you want to spin up. For the list of
available flavors, see vNIOS for KVM Virtual Appliance Models.
Execute the neutron port-create command to create port IDs for the network interfaces (MGMT and LAN1/HA). You can use the
security-group option to associate the vNIOS instance with the security group(s) you have created. For information, see Setting Up
Security Groups. (Optionally, you can associate the vNIOS instance with a security group when you execute the nova boot command.)

Note

Do not reuse the OpenStack neutron port of the deleted instances. When you reuse the neutron port of a deleted instance, a
mismatch in the MAC address between the VM interface and the host VF might happen during NIC bonding. Also, the neutron
port does not function properly when you reuse it repeatedly.

Following is a neutron example:

$ neutron port-create --security-group <name of the security group>
For an HA pair, you must also execute the allowed-address-pairs option to define the VIP port for the HA configuration, using the VRRP
MAC address and the Virtual Router ID you use. Following is an example:
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$ neutron port-create VIP —allowed-address-pairs list=true mac_address= 00:00:5e:00:01:c8 ip_address=10.0.0.22
2. For an HA pair configuration only, ensure that you set allow_duplicate_networks=true in the nova.conf file to remove the restriction of
allowing only one interface for each network in OpenStack.
3. Runthe neutron port |ist command to view the network and port IDs generated for all network interfaces so you can copy and
paste them into the nova boot command.
4. Execute the nova boot command in OpenStack to spin up the vNIOS instance. (Note: Use the custom name you came up with when
creating flavors).
Following is an example:
nova boot --config-drive False --inmage
<ni 0s- 7. 3. 0- 314352- 2016- 01- 29- 05- 02- 02- 160G 1420- di sk1. gcow2> --fl avor <vni 0s1410. 160>
— security-groups <nane of the security group> --nic net-id=<the network ID for the MGWl interface> -
-nic net-id=<the network ID for the LANL/HA interface only if you are configuring an HA pair> --nic
port-id=<the | P address ID for the LANL interface>
<ny- vm name>
where
® | mage defines the name of the software package you downloaded. For information about supported vNIOS for KVM models, see
VNIOS for KVM Virtual Appliance Models.
® fl avor specifies the flavors of the vNIOS for KVM instance. For information about how to define flavors, see Setting Up vNIOS
OpenStack Flavors.
® security-groups defines the security group with which this vNIOS instance associates. For information about how to create
rules for security groups, see Setting Up Security Groups.
® nic net-id specifies the network ID for the MGMT interface. Note that when provisioning an HA pair, you must also specify
the network ID for the LAN1/HA interface. For more information, see Sample Commands for Provisioning an HA Pair.
® nic port-id specifies the IP address ID for the LAN1/HA interface.

Note

For the vNIOS appliance to run in OpenStack, you must specify at least two networks, MGMT and LAN1. To remove
networks, use the neutron net-delete command. If some of the networks remain, use OpenStack Horizon to manually
remove them.

® ny-vm nane defines the unique name of the VM.
The vNIOS for KVM instance automatically spins up after the nova boot command is executed.
5. Go to OpenStack Horizon and select the previously launched instance.
. Click the Console tab.
. When the Infoblox login prompt appears, log in with the default user name and password.
I ogin: admin
password: infobl ox
The Infoblox prompt appears: | nf obl ox >
8. You must have valid licenses before you can configure the vNIOS appliance. To obtain permanent licenses, first use the Infoblox > show
version command to obtain the serial number of the vNIOS appliance, and then visit the Infoblox Support web site at https://support.infobl
ox.com. Log in with the user ID and password you receive when you register your product online at
http://www.infoblox.com/support/customer/evaluation-and-registration.
If the vNIOS virtual appliance does not have the Infoblox licenses required to run NIOS services and to join a Grid, you can use the set
temp_license command to generate and install a temporary 60-day license.
9. From the list of licenses, select the Grid, vNIOS, and other relevant licenses for your vNIOS virtual appliance.

~N o

Note
You must have both the Grid and vNIOS licenses for the vNIOS virtual appliance to join a Grid (2 and 8 from the list).

10. In OpenStack Horizon, go to InstanceOverview and copy the floating IP address of the instance.
11. Go back to the console and run the set net wor k command. Not required for Elastic Scaling.
12. Go to the Infoblox Grid Manager and enable the NAT mode for the Grid member:

a. Click Grid -> Grid Manager -> Members -> Network.

b. Select the Grid member and click Edit.
Click Network -> Advanced.
. Click Enable NAT Compatibility and enter the floating IP address.
Click Save & Close.

a0

Note
For an HA Grid Master, ensure that you specify these settings for both nodes.

After you confirm your network settings, the Infoblox Grid Manager automatically restarts. You can then proceed to set up a Grid, as
described in Setting Up a Grid.
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Terminating VNIOS Instances

To terminate vNIOS instances, go to Horizon, select the instance and select "Terminate Instance" from the drop-down menu on the right hand
side of the panel.
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Deploying VNIOS for KVM in OpenStack Using Elastic Scaling

Before you provision vNIOS for KVM instances in OpenStack using the NIOS Elastic Scaling feature, ensure that you have the necessary feature
licenses for each of your vNIOS for KVM instance, including dynamic licenses to support Elastic Scaling. For information about Elastic Scaling,
refer to Managing Licenses in the Infoblox NIOS Documentation.

To use Elastic Scaling to provision Grid members, ensure that you understand how to compose user data files for provisioning the Grid Master
and Grid members. A user data file includes configuration details such as enabling the remote console, installing licenses, defining network
settings, and validating certificate and token for Elastic Scaling. For information about how to create a user data file, see Defining User Data Setti

ngs for vNIOS for KVM Instances.
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Provisioning the Grid Master and Grid Members

To set up the Grid Master and begin pre-provisioning vNIOS for KVM Grid members in OpenStack using Elastic Scaling, complete the following.

1.

Log in to OpenStack and compose the user data file for the Grid Master using the vi editor. You can also compose the data file locally
and move it to the OpenStack node later. Note that you can deploy the Grid Master VM using temporary licenses. Elastic Scaling is not
support on the Grid Master. For a sample of the Grid Master user data file, see Sample User Data Files for the Grid Master.

. Execute the neut ron port - cr eat e command to create port IDs for the network interfaces (MGMT and LAN1/HA). You can use the se

curity-group option to associate the vNIOS instance with the security group(s) you have created. For information, see Setting Up Sec
urity Groups. (Optionally, you can associate the vNIOS instance with a security group when you execute the nova boot command.)
Following is an example:

$ neutron port-create --security-group <nane of the security group>

For HA pairs, you must also execute the allowed-address-pairs option to define the VIP port for the HA configuration, using the VRRP
MAC address and the Virtual Router ID you use. Following is an example:

$ neutron port-create VIP —al |l owed-address-pairs |ist=true nmac_address= 00: 00: 5e: 00: 01: c8

i p_address=10.0. 0. 22

. For an HA pair configuration only, ensure that you set al | ow_dupl i cat e_net wor ks=t r ue in the nova.conf file to remove the

restriction of allowing only one interface for each network in OpenStack.

. Runthe neutron port |ist command to view the network and port IDs generated for all network interfaces so you can copy and

paste them into the nova boot command.

. Execute the nova boot command in OpenStack to spin up the Grid Master VM. (Note: Use the custom name you came up with when

creating flavors).
Following is an example:
nova boot --config-drive False --inage
<ni 0s- 7. 3. 0- 314352- 2016- 01- 29- 05- 02- 02- 160G 1420- di sk1. gcow2> --fl avor <vni 0s1410. 160>
— security-groups <name of the security group> --nic net-id=<the network ID for the MaWl interface> -
-nic net-id=<the network ID for the LANL/HA interface only if you are configuring an HA pair> --nic
port-id=<the I P address ID for the LANL interface>
<ny-vmgrid- mast er >
where
a. i mage defines the name of the software package you downloaded. For information about supported vNIOS for KVM models, see
vNIOS for KVM Virtual Appliance Models.
b. fl avor specifies the flavors of the vNIOS for KVM instance. For information about how to define flavors, see Setting Up vNIOS
OpenStack Flavors.
c. security-groups defines the security group with which this vNIOS instance associates. For information about how to create
rules for security groups, see Setting Up Security Groups.
d. ni ¢ net-id specifies the network ID for the MGMT interface. Note that when provisioning an HA pair, you must also specify
the network ID for the LAN1/HA interface. For more information, see Sample Commands for Provisioning an HA Pair.
e. nic port-id specifies the IP address ID for the LAN1/HA interface.

Note

For the vNIOS appliance to run in OpenStack, you must specify at least two networks, MGMT and LAN1/HA. To
remove networks, use the neutron net-delete command. If some of the networks remain, use OpenStack Horizon to
manually remove them.

f. my-vm grid- nast er defines the unigue name of the VM.
The vNIOS for KVM instance automatically spins up after the nova boot command is executed.

. Log in to the NIOS GUI (Grid Manager) and do the following,

® Create offline Grid members you plan to join the Grid.

® Pre-provision these Grid members.

® Generate a token for each member. Copy this token and save it for use in each Grid member user data file. For detailed
instructions on how to pre-provision a member, refer to the Infoblox NIOS Documentation.

. Log in to OpenStack and compose a user data file for each Grid member you plan to join the Grid. For a sample Grid member user data

file, see Sample User data File for Grid Members.

. Execute the nova boot command in OpenStack to spin up each Grid member VM, as follows:

nova boot --config-drive Fal se --inage nios-7.2.4-1410-160. qcow2 --flavor vni 0s1410. 160
--nic net-id=9db90ecf - 83e8- 44c5- 930d- 7e3548f f4a02 --nic
port-i d=620d9f ba- 2f 2d- 4b81- 9e51- eecf ee551c15 --user-data ./user-data-2 ny-vmgri d- menber

Note
Use config-drive True to tell OpenStack to use the virtual CD-ROM drive transport mechanism for the user data file. For
information about user data files, see Defining User Data Settings for vNIOS for KVM Instances.

i mage defines the name of the software package you downloaded. For information about supported vNIOS for KVM models, see vNIOS f
or KVM Virtual Appliance Models.

f 1 avor specifies the flavors of the vNIOS for KVM instance. For information about how to define flavors, see Setting Up vNIOS OpenSta
ck Flavors.
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ni ¢ net -i d specifies the MGMT interface.
ni ¢ port-id specifies the LAN1 interface.
user - dat a specifies the name of the user data file.
my-vm gri d- nenber defines the name of the VM.

After you execute the nova boot command and launch the vNIOS for KVM instances, the Grid members automatically join the Grid. Further
communications with the instance take place through Grid Manager and the NIOS CLI.

Defining User Data Settings for vNIOS for KVM Instances

When you provision appliances using Elastic Scaling, vNIOS for KVM instances in an OpenStack environment require different user data settings.
In OpenStack, you compose the user data file using the vi editor in plain text format.

OpenStack supports two transport mechanisms for the user data file: one through a virtual CDROM drive (also known as ISO parameter injection)
and the other through the metadata network service. You can provide either or both transport mechanisms. OpenStack will make the user data file
available to the vNIOS instance using the transport you configure in the user data file.

You use the following data fields in the user data files for provisioning new instances using Elastic Scaling:

®* renote_consol e_enabl ed: Set this field to "true" to enable the remote console.
® defaul t _adnmi n_passwor d: Enter "infoblox" as the default admin password.
® tenp_|icenseor |icense: Enter the name of the licenses you plan to install on the Grid Master or Grid members. For example, you
can enter "vnios,enterprise,dns”. You install temporary licenses on the Grid Master when deploying it in the OpenStack environment.
® | anl: Specify the following LAN1 parameters only if you have disabled DHCP in OpenStack for the LAN1 network. Remove the entire
lanl section from the user data file if DHCP is enabled in OpenStack. Otherwise, if the LAN1 parameters are the same as those of
DHCP, the interpretation of the parameters stops at the LAN1 interface until you restart NIOS manually. If the LAN1 parameters are
different from those of DHCP, NIOS restarts automatically and the LAN1 parameters are overwritten by the new DHCP response. Note
that IPv6 on LAN1 is not supported in this release.
® v4_addr: Use this field to specify the IP address of the Grid Master or Grid member instance.
® v4_net mask: Use this field to specify the netmask of the Grid Master or Grid member instance.
® v4_gw Use this field to specify the gateway address of the Grid Master or Grid member instance
® gridmaster: This field remains blank. It signifies to OpenStack that the instance is a Grid Master. Use this only for the Grid member
user data file.
® certificate: Use this field only for the Grid member user data file. Copy and paste the string for the Infoblox NIOS certificate
credential generated for the Grid member token. Note that the certificate string must not contain any space(s); otherwise, it might cause
issues during the provisioning process.
® token: This field provides the string for the generated token for the new instance. Here, you copy and paste the security token
generated for the new vNIOS for KVM instance.

Note
The certificate and token are generated on the Grid Master when you pre-provision the vNIOS instance. The certificate and
token values are valid only for a period of time. For information, see About Elastic Scaling in the Infoblox NIOS Docuementatio
n.

® | p_addr: This is applicable only to Grid members. This field specifies the IP address for the Grid Master.

For sample user data files, see Sample User Data Files for the Grid Master and Sample User data File for Grid Members.

Sample User Data Files for the Grid Master

Following is a sample user data file for deploying the Grid Master in the OpenStack environment:

#i nf obl ox-config
renot e_consol e_enabl ed: true default_adni n_password: infoblox tenp_license: vnios,enterprise,dns

| anl:

v4_addr: 10.2.0.9

v4_net mask: 255.255.255.0
v4_gw 10.2.0.1

Sample User data File for Grid Members

Following is a sample user data file for deploying Grid members in the OpenStack environment:

#i nf obl ox-confi g renote_consol e_enabl ed: true

def aul t _adm n_password: infoblox |icense: vnios,enterprise,dns
I anl:

v4_addr: 10.2.0.9
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v4_net mask: 255.255.255.0

v4_gw 10.2.0.1

gridmaster:

certificate: ----BEG-N-CERHH-GCATE----

M | Ddz CCAl 8CEBdLz TDHhS3Sgcl nykFe/ qUaDQYJKoZIl hvc NAQEFBQAwWej EL MAk GA1UEBhMCVVIMk Ez ARBgNVBA
gTCkNhbd nb3JuaWExEj AQBgNVBAC TCVNLbnb5dns ZTERMABGALUEChM SWbnmb2Jsb3gx FDASBgNVBAs TCOVu
221 uzWy aWsnMRkwFwWYDVQQDEXB3d3cuaWsmb2Jsb3guY29t MBAXDTELMIAXNTI zNDgz Mo XDTE2MIAxNDI zND
gzMWowej ELMAKk GA1UEBhMCVWIMK Ez ARBgNVBAgTCkNnbd nmb3JuaViExEj AQBgNVBAC TCVNLbnb5dns ZTERVASG
ALUEChM SWbnh2Jsb3gx FDASBgNVBAS TCOVUZ2] uZW/y aWWsn MRkwFwYDVQQDEXB3d3cuaWbnb2Jsb3guY29t M
| Bl j ANBgkghki GOWOBAQEFAAOCABAM | BCgKCAQEAr GBBr cJI s7Uf PRY4A sWB+JSkX4UwM4ssx 1l QQuJEl 3X
| a335wC5f P37wt GgeCf | JWDVhF6Z3a7nLgx6RZN2cPeDHAL Qp45+P6Xi 41 6J1gXPL/ TPht r r Df sX3Lg337eUi 5
3030 Tf z+Nwivgr JUB SRz x XUCKkt +Tx6VTwik CThr VKt XURhg41 k8f r VBl 8qFTFdRI s+z106E09LZoScNj OQXKZP
b2uqPwBhSQ7 PYgX+vby Xy 2CAEz ms Dyw7 TQFzeZ+8x Al sql QUXZa8AQt yLI Mixf 2T9upP9g9e00+UBpZr KhdVzP
VYaWgpM7| SOw 1a0NLj wWy Ggj 0i gl ughaqz5A54Q DAQABVAOGCSqGS! b3 DQEBBQUAAAI BAQBF3pAAXFi J3ADy
3Nc36e0MKZAv2TFHggl 90P] exBQHY Ds9j U+QLdNSei VWWwgYBSWXLf nEJt hne1GHGLnyN92TRDehCpTi | FRNBH8
RNedt HQ Q cNLHgHpc UWDeJ XSR6k CSGHTSCFWQ / i e4RHhg3v XuOXA4Zk QAAgCO+kor RUkcRc2kj | MLvZnRf 9H
r Dci +HLOGGTH dHdgNI j as PWnSQa3RKEHbI 53THf GEJXf 5VBYI su32l WPghaM | Tg7Rj 0C+4pD1XQBZ2Qa7 TP
JDeNKf y+VZVe NQGD4hCeBRGhhnj 7X7TqnCdKealPf t Ewug1X24xF84t VnlXpwe GMwRLWI - - - - END-CERTHRHCATE- - - -
token: 6VPPn51mi6¢cwORI / 9F103D1cVRO/ dogB i p_addr: 10.2.0.7

Sample User Data Files for the IB-FLEX Grid Master

Following is a sample user data file for deploying an IB-FLEX Grid Master using the Flex Grid Activation license in the OpenStack environment:

#i nf obl ox-config

renot e_consol e_enabl ed: y
har dwar e_type: |B-FLEX
tenp_license: flex_grid

I anl:

v4_addr: 10.39.51. 33
v4_net mask: 255. 255.255.0
v4_gw. 10.39.51.1

ngnt ;

v4_addr: 10.39.50. 22
v4_net mask: 255.255.255.0
v4_gw. 10.39.50.1

| an2:

ni c_bondi ng_enabl ed: Y
bondi ng_f ai | back_i nterface: |anl

mgnt: fa: 16: 3e: 14: 3a: ae
lanl: fa:16:3e:01:29:0b
ha: fa:16: 3e: 25: 43: 8a

| an2: fa: 16: 3e: 8e: 26: 4c

Sample Commands for Provisioning an HA Pair

Following are sample nova boot commands for deploying an HA pair in the OpenStack environment: Execute the following command to spin up
the active node:

nova boot --config-drive True --inage nios-7.3.0-305525-1420-160. qcow2 --flavor vni 0s1420.160 --nic
net - i d=776f 3ea4- 9412- 464a- b923-cf 0c79e579f0 --nic

port-id=81345eaf - 49dd- 4ad1l- a31lc- 32159ef 4d948 --nic

port-id=99c73f c5- 71lca- 457a- a505- f 40e85f 88207 --user-data ./user-data-ha HA activel

Once the active node is up and running, change the token value in the user-data file and executed
follow ng command to create the passive node

nova boot --config-drive True --inage nios-7.3.0-Al pha-305525-1420- 160. qcow2 --flavor vni 0s1420. 160
--nic net-id=776f 3ead-9412-464a- b923-cf0c79e579f0 --nic
port-id=ddd57167-2173- 4f 11- 860b- c4ef b9ddd3d6 --nic

port-i d=07b9df 9b- Obb3- 4ddd- 9ede- 850bf 3227671 --user-data ./user-data-ha HA passivel
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Setting Up a Grid

An Infoblox Grid is a group of two or more NIOS and vNIOS virtual appliances that share sections of a common, distributed, built-in database and
which you configure and monitor through a single, secure point of access: the Grid Master. A Grid consists of a master and at least one member.
A Grid member can be a single appliance or an HA pair. For information about the Infoblox Grid and HA pairs, refer to the Infoblox NIOS Docume
ntation.

To create a Grid, you must first set up a Grid Master and then add members. In a Grid, you can configure vNIOS virtual appliances as Grid
Masters, Grid Master candidates, and Grid members (or a reporting member), depending on the vNIOS appliance specifications. Note that some
of the vNIOS for KVM and OpenStack virtual appliances are supported as Grid members only. See Table 1.1 for information about supported
appliance models and their specifications.

To set up a Grid:

1. Configure the Grid Master. You can configure a single Grid Master or two VNIOS appliances as an HA Grid Master. For information, see
Configuring VNIOS Appliances as Grid Masters.

2. Provision Grid members on the Grid Master. Define Grid member settings on the Grid Master before you join the members to the Grid.
For information, see Provisioning vNIOS Members on the Grid Master.

3. Join members to the Grid. For information, see Configuring and Joining vNIOS Grid Members.
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Configuring VNIOS Appliances as Grid Masters

After you deploy a vNIOS appliance for KVM, you can configure it as a single or an HA Grid Master. To configure a vNIOS HA Grid Master,
deploy two VNIOS appliances and define the network settings for each node. The procedure is the same as joining two physical appliances as an
HA pair. You must configure a Grid Master and set up the Grid before you join Grid members.

You configure the vNIOS appliance as a Grid Master using the Infoblox Grid Manager. If you are configuring a vNIOS HA Grid Master, complete
the configuration for node 1 as described below. To configure node 2, see Configuring Node 2 for HA Grid Master.

To configure the single Grid Master or node 1 of the HA Grid Master:

1.

asrownN

On your management system, open a new browser window, and then connect to https://ip_addr, where ip_addr is the address of the
single appliance or LAN1 port on node 1.

. Log in to the Infoblox Grid Manager using the default user name admin and password infoblox.
. Review the End-User License Agreement and click | Accept.

. In the Grid Setup wizard, select Configure a Grid Master and click Next.

. Complete the following to specify the Grid properties, and then click Next:

® Grid Name: Enter a text string, such as DaveyJones, that the Grid Master and appliances joining the Grid use to authenticate
each other when establishing a VPN tunnel between them. The default Grid name is Infoblox. Note that the VPN MTU
(maximum transmission unit) size for any virtual appliance using OpenStack must be 1500 bytes to avoid any inconsistencies in
the instance. For more information about MTU, see Setting the MTU for VPN Tunnels.

® Shared Secret: Enter a text string, such as L0Ock37, that the Grid Master and appliances joining the Grid use as a shared secret
to authenticate each other when establishing a VPN tunnel between them. The default shared secret is test.

* Show Password: Select this to display the password. Clear the check box to conceal the password.

® Host name: Enter a valid domain name for the appliance. You can use the name that you entered for the vNIOS appliance when
you deployed it.

® |s the Grid Master an HA pair?: Select No for the single Grid Master. Select Yes for an HA pair.

. Complete the following to configure the network settings, and then click Next:

HostName: Enter a valid domain name for the appliance.

IP Address: Displays the IP address of the LAN port.

Subnet Mask: Displays the subnet mask of the LAN port.

Gateway: Displays the IP address of the gateway of the subnet on which the LAN port is set.
Port Settings: The default is Automatic. You cannot change port settings for vNIOS appliances.

. For an HA pair, complete the following to specify the network properties and click Next:

® VirtualRouterID: Enter the VRID (virtual router ID). This must be a unique VRID number—from 1 to 255—for this subnet.

®* RequiredPortsandAddresses: Enter information about the following virtual interfaces: VIP, Node 1 HA and LAN ports, Node 2
HA and LAN ports. The VIP address and the IP addresses for all the ports must be in the same subnet. Enter the IP address of
the gateway for the subnet on which the interfaces are set. This is the same for all interfaces. All fields are required. Note that
you cannot change the port settings.

. Optionally, enter a new password and click Next. The password must be a single hexadecimal string (no spaces) that is at least four

characters long.

. Select the time zone of the Grid Master and indicate whether the Grid Master synchronizes its time with an NTP (Network Time Protocol)

server, and then click Next.
® |f you choose to enable NTP, click the Add icon and enter the IP address of an NTP server. You can enter IP addresses for
multiple NTP servers.
® If you choose to disable NTP, set the date and time for the appliance.

. The last screen displays the settings you specified in the previous panels of the wizard. Verify that the information is correct and click Fini

sh. The application restarts after you click Finish.

Note: The GridSetup wizard provides options such as not changing the default password and manually entering the time and date.
However, changing the password and using an NTP server improve security and accuracy (respectively), and so these choices are
presented here.

Record and retain this information in a safe place. If you forget the shared secret, you need to contact Infoblox Technical Support for
help. When you add an appliance to the Grid, you must configure it with the same Grid name, shared secret, and VPN port number that
you configure on the Grid Master.

Configuring Node 2 for HA Grid Master

For an HA pair, complete the following to configure node 2:

1.

as~rownN

On your management system, open a new browser window, and connect to https://ip_addr, where ip_addr is the address of the LAN1
port on node 2.

. Log in the Infoblox Grid Manager using the default user name and password admin and infoblox.
. Review the End-User License Agreement and click | Accept.

. In the Grid Setup wizard, select Join Existing Grid and click Next.

. Complete the following to specify the Grid properties and click Next.

® Grid Name: Enter the Grid name you entered for node 1.
® Grid Master's IP Address: Enter the VIP you entered for node 1.
® Shared Secret: Enter a the shared secret you entered for node 1.
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6. Verify the IP address settings of the member and click Next.

7. The last screen displays the settings you specified in the previous panels of the wizard. Verify that the information is correct and click Fini
sh.

The setup of the HA Grid Master is complete. If the two nodes cannot join (it should not take more than a few seconds), check the IP addresses of
Node 1 LAN and Node 1 HA (the Grid Master) and for Node 2 LAN and Node 2 HA (the node attempting to join the Grid Master to form the HA
Pair). Ensure that the network IP address of node 2 is set to the same value as Node 2 LAN on the Grid Master.

As a method of verifying successful communication, open the console window for node 2. You should see a pair of messages as follows:

Contacting the Gid Master at 10.36.0. 200....
Synchroni zi ng database with the Gid Mster....

For more information about HA pair configurations, refer to the Infoblox NIOS Documentation.
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Configuring VNIOS Appliances as Grid Members

You can configure a vNIOS appliance as a single Grid member, a reporting member, or two vNIOS appliances as a VNIOS HA Grid member. To
configure a vNIOS HA Grid member, deploy two vNIOS appliances and define the network settings for each node. Connect to the Grid Master
and specify the two vVNIOS appliances as nodes in the HA pair. The procedure is the same as joining two physical appliances as an HA pair. You
must configure a Grid Master and set up the Grid before you join Grid members. For information, see Configuring vNIOS Appliances as Grid Mast
ers.

To configure a vNIOS appliance as a Grid member or a reporting member:

1. Define the vNIOS appliance on the Grid Master, as described in Provisioning vNIOS Members on the Grid Master.
2. Specify the initial settings and join the vNIOS appliance to the Grid, as described in Configuring and Joining vNIOS Grid Members.

Provisioning vNIOS Members on the Grid Master

Before you configure the individual appliances that you want to add to the Grid, you must first define them on the Grid Master, as follows:

1. Log in to the Grid Master.
2. From the Grid tab, select the Grid Manager tab -> Members tab, and then click Add -> Add Grid Member from the Toolbar.
3. In the Add Grid Member wizard, enter the following and click Next:
®* Member Type: Select Virtual NIOS.
® Host Name: Type the FQDN (fully qualified domain name) of the vNIOS single or HA appliance that you want to add to the Grid.
® Time Zone: If the vNIOS Grid member is in a different time zone from the Grid, click Override and select a time zone.
® Comment: Enter useful information about the vNIOS appliance.
4. Enter the following information about the member that you want to add to the Grid and click Next:
For a single Grid Member:
® Standalone Member: Select this option.
® Address: Type the IP address of the vNIOS Grid member.
® Subnet Mask: Choose the netmask.
® Gateway: Type the IP address of the default gateway of the vNIOS Grid member.
® Port Settings: The default value is Automatic. You cannot change port settings for vNIOS appliances.
For an HA Grid member:
® High Availability Pair: Select this option.
® Virtual Router ID: Enter a unique VRID number—from 1 to 255—for the local subnet.
® Required Ports and Addresses: Enter information about the following virtual interfaces: VIP, Node 1 HA and LAN ports, Node
2 HA and LAN ports. The VIP address and the IP addresses for all the ports must be in the same subnet. Enter the IP address of
the gateway for the subnet on which the interfaces are set. This is the same for all interfaces. All fields are required. Note that
you cannot change the port settings.
5. Optionally, define extensible attributes. For information, refer to the Infoblox NIOS Documentation.
6. Save the configuration and click Restart if it appears at the top of the screen.

Configuring and Joining vNIOS Grid Members

After you successfully install the vNIOS virtual appliance and start the vNIOS appliance, connect to the NIOS CLI and specify the initial settings. If
you are configuring a vNIOS HA Grid member, you must complete the following steps for each virtual node in the HA pair.

. Connect to the Grid Master where you can add the vNIOS appliance to the Grid.
. From the KVM Hypervisor, select the vNIOS instance.
. Select the Console tab.
. Click anywhere in the console screen to activate the console.
. When the Infoblox login prompt appears, log in with the default user name and password.
| ogin: adnmin
password: infobl ox
The Infoblox prompt appears: | nf obl ox >
6. You must have valid licenses before you can configure the vNIOS appliance. To obtain permanent licenses, first use the show version ¢
ommand to obtain the serial number of the vNIOS appliance, and then visit the Infoblox Support web site at https://support.infoblox.com.
Log in with the user ID and password you receive when you register your product online at: http://www.infoblox.com/support/customer/ev
aluation-and-registration. If the vNIOS appliance does not have the Infoblox licenses required to run NIOS services and to join a Grid, you
can use the set tenp_l i cense command to generate and install a temporary 60-day license. The appliance lists the available
licenses.
7. From the list of licenses, select the Grid, vNIOS, and other relevant licenses for your vNIOS virtual appliance. For the vNIOS reporting
appliance, you must also select the Reporting license.

O~ WNPRE

Note
You must have both the Grid and vNIOS licenses for the vNIOS appliance to join a Grid.

8. Set the network settings and join the vNIOS appliance to the Grid. Use the CLI command set network to configure the network settings
and specify the Grid.
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I nfobl ox > set network

NOTI CE: All HA configurations are performed fromthe GU. This interface is used only to
configure a standal one node or to join a Gid.

Enter | P address: 10.1.1.11

Enter netnask: [Default: 255.255.255.0]: 255.255.255.0

Enter gateway address [Default: 10.1.1.1]: 10.1.1.1

Become Gid nmenber? (y or n): vy

Enter Gid Master VIP: 10.1.1.22

Enter Gid Shared Secret: LOck37

Join Gid as menber with attributes:

Join Gid Master VIP: 10.1.1.22

Gid Nane: DaveyJones

Gid Shared Secret: LOck37

WARNING Joining a Gid will replace all the data on this node!
Is this correct? (y or n): vy

Are you sure? (y or n): vy

The network settings have been updat ed.
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Verifying and Monitoring

After you configure the vNIOS appliance, you can check its status on the Dashboard and in the Grid -> Grid Manager -> Members tab through
Grid Manager, as shown in Figure 1.1 and Figure 1.2. For information about Grid Manager, refer to the Infoblox NIOS Documentation.

Figure 1.1 vNIOS Appliance Status on the Dashboard
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Figure 1.2 vNIOS Appliance Status in the Members Tab
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Auto Scaling for Virtual DNS Cache Acceleration

Auto Scaling contains OpenStack packages that allow DNS Auto Scaling for virtual DNS cache acceleration using a NIOS Grid. Auto Scaling
helps you ensure that you have required number of resources to handle the load in your application. You can create an Auto Scaling group and
specify the minimum, maximum and desired number ofresources for each group. Auto Scaling ensures that the group contains the required
number of resources at all times, neither exceed the maximum limit nor fall short of resources. With Auto Scaling, you can adjust scaling to best
meet the needs of your applications by automatically increasing or decreasing the computing capacity of the associated application. For more
information about virtual DNS cache acceleration, refer to Configuring DNS Cache Acceleration on IB-FLEX.

Note
Infoblox supports Auto Scaling for OpenStack only.

Infoblox supports Auto Scaling on the IB-FLEX and the following vSOT platforms: IB-V815, IB-V825, IB-V1415, IB-V1425, IB-V2215, IB-V2225,
IB-V4015, and IB-V4025. You can install Auto Scaling on both SRIOV and Non-SRIQV servers, but only on the IPv4 interfaces.

You can create an Auto Scaling group using the orchestration component, Standard OpenStack Heat, and specify the type of resource that must
be scaled. You can also define policies that indicate when and how to scale the resource. For example, you can define an Auto Scale group of
server resources, and configure it to trigger the new server instance using OpenStack when the aggregate CPU utilization of the entire group
exceeds the CPU utilization threshold for a specified period of time. You can also specify to halt the number of servers if the CPU utilization has
been low for a longer period. For more information about OpenStack heat, refer to https://github.com/infobloxopen/heat-infoblox.

For virtual DNS cache acceleration, NIOS Grid members are triggered using OpenStack based on the queries per second. The new member acts
as a secondary DNS. Note that Auto Scaling for virtual DNS cache acceleration feature consists of two components, heat-infoblox and ceilomet
er-infoblox, which are Python packages that must be installed with pip. For more information, refer to https://github.com/infobloxopen/infoblox-ne
tmri.

The heat-infoblox package contains Heat resources classes for Grid members and name server group entries, along with the supporting code.
The Heat resources classes enable you to add and remove Grid members, enable or disable DNS service for the Grid members, and add the
Grid members as secondary servers in a name server group or remove the Grid members. Note that all these are orchestrated through the heat
engine.

Note
You must restart the Heat engine after you install and configure the package.

The ceilometer-infoblox package contains code that enables SNMP polling of the Infoblox NIOS instances within OpenStack to gather DNS
queries per second. After installing the OpenStack Ceilometer, you must install the ceilometer-infoblox package on each compute node. For
more information about the configuration details, refer to https://github.com/infobloxopen/ceilometer-infoblox.

Note
You must configure OpenStack Ceilometer in the compute node and restart the compute polling agent.

Configuring NIOS Tenant

The templates directory within the heat - i nf obl ox/ doc/t enpl at es/ package contains a set up. sh script that creates a tenant, user and
appropriate images.

To configure a NIOS tenant:

1. Log in to the OpenStack admin user account, copy the images to the heat - i nf obl ox/ doc/ t enpl at es/ di r ect ory and execute the
set up. sh script.

2. Next, switch to the OpenStack nios user account and launch a heat stack using the following command:
heat stack-create -f nenber-server.yanl -P'ngnt_networ k=managenent - net ; | anl_net wor k=servi ce-net"
menber - server

3. To view the progress, log in to the in the Orchestration -> Resource Types section of the OpenStack Horizon Ul or through the heat CLI
utility.

4. Execute the menber . yan script to create a member in NIOS. Note that this script neither creates a server nor does it add the member
to the name server group.

5. Execute the nenber - server. yanl script. This script creates a member in NIOS, adds the member to the name server group, and
launches a Nova server and pushes parameters to the new server, so that it can automatically join the Grid.

Configuring NIOS Grid Master

To configure the Grid Master:

1. Configure a default name server group with the Grid Master as primary and name it as default.
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2. Generate license pools for all the required licenses.
3. Get the Grid Master certificate and save it in menber - server. yam :

echo | openssls_client -connect gmip: 443 2>/dev/null | openssl x509
4. Configure SNMP and set the community string to public.

If you set up a management interface on the Grid Master, then you must add an interface on the router and connect it to management. You must
also provide the MGMT IP address in menber - server. yan .

Configuring Auto Scale

Auto Scaling uses groups and members automatically to scale up or scale down the resources based on the QPS alarm. Based on the threshold
and the period that is defined in the respective QPS alarm, corresponding QPS alarm is generated either to scale up or scale down the resources.
For example, if the t hr eshol d for gqps_al ar m_hi gh is set to 5000 and the period is set to 120, then the qps_al ar m_hi gh triggers scal eup_
pol i cy when the t hr eshol d is more than 5000 continuously. The server adds the number of members to the Grid based on the value set for s
cal i ng_adj ust ment in the scal eup_pol i cy. If the scal i ng_adj ust nment is set to 2, the server adds two members. Similarly, for gps_al a
r m_| owthe number of members are reduced from the Grid.

You must define the LAN1 port and Grid member details in the aut oscal e- menber . yanm .The URL and the certificate mentioned in aut oscal
e- nenber . yam is used to join the member to the Grid. This also contains the name of the group to which the member belongs. Note that the
queries generated for the respective member are directed through the Anycast Loopback address, so the server knows when to scale up when
the load increases.

To install the vNIOS software package and configure Auto Scale in the OpenStack environment, complete the following:

1. Download the OpenStack server. Example: 10.39.50.13 (non-SRIOV server).

2. Install relevant package for the operating system, either CentOS for KVM or RHEL (Red Hat Enterprise Linux) for KVM-based
OpenStack, that you use.

3. Download the gcow?2 file from the Infoblox Technical Support site. For information, see Requirements. Upload the gqcow2 image file in to
the OpenStack server. Example: DCA_354869.

4. Log in using the command ssh root @penstack server i p.Example: ssh root@10.39.50.13.

5. Ensure that the files mentioned below exist in the heat - i nf obl ox/ doc/t enpl at es/ directory:

® [root @hel 72-10- 39-50-13 ~] # source keystonerc_adm n

[root @hel 72-10- 39-50- 13 ~(keystone_adnmin)]# cd /opt/tenpl ates/

confi g-gm sh

aut oscal e- nenber . yan

aut oscal e. yan

gm yam

6. Create and configure the Grid Master using the following command:

root @ hel 72- 10- 39- 50- 13 t enpl at es(keyst one_adni n) ] #openst ack stack create -f yaml -t gmyan
--paraneter "imgeName=DCA 354869" Gwast er

Ensure that you update the i mrageNane.

7. Execute confi g- gm sh. It automatically uses the floating IP or the LAN1 IP for SRIOV to generate the certificate. It then starts the DNS
service, adds required records, like FQDN and A records, to the zones, and creates name server groups to which the member belongs.
The following command generates an environment file gm 10. 39. 52. 162- env. yam where 10. 39. 52. 162 is the floating IP of the
Auto Scale member:

[root @hel 72-10- 39-50- 13 tenpl at es(keyst one_adni n)] #./confi g-gm sh 10. 39.52. 162
8. Next, create an Auto Scale stack and launch the Auto Scale using the following command:
[root @hel 72- 10- 39-50- 13 tenpl at es( keyst one_adni n) ] #openst ack stack create -e
gm 10. 39. 52. 162-env.yam -f yam -t autoscal e.yanl autoscale
The IP address 10. 39. 52. 162 is the IP address of the Grid Master that joins the Auto Scale member to the Grid.
Note that after you create the Auto Scale stack that uses aut oscal e. yam , which in turn uses aut oscal e- menber . yam to direct
queries when the query rate is more than the t hr eshol d and scale up resources.
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Known Limitations

VNIOS for KVM supports most of the features of the Infoblox NIOS appliances, with the following limitations:

® vNIOS for KVM does not support the following features:
® Configuration of port settings for MGMT, LAN, LAN2, and HA ports
® The bloxTools environment
® When you configure an HA pair, both nodes in the HA pair must be vNIOS instances. You cannot configure a physical NIOS appliance
and a vNIOS instance in an HA pair.
® vNIOS appliances run on virtual hardware. They do not have sensors to monitor the physical CPU temperature, fan speed, and system
temperature.
® Changing the vNIOS appliance settings through KVM may violate the terms of the vNIOS licensing and support models. The vNIOS
appliance may not join the Grid or function properly.

The following known issues are specific to vNIOS for KVM deployed in the KVM-only environment:

®* A VNIOS instance may fail to start if it is deployed in KVM-only environment with Linux bridged networking enabled. You may need to
modify certain files to fit your environment.

® |f you getthe message error: Unable to read fromnmonitor: Connection reset by peer when starting a vNIOS
instance in KVM hypervisor, check the memory of the hypervisor. Failure to start an instance may be due to the lack of memory.

The following known issues are specific to vNIOS for KVM deployed in the OpenStack environment:

® |If the vNIOS instance fails to launch, the ports created for the instance are not deleted automatically. You need to delete them manually.
® When you start an FTP connection on OpenStack with the Listen on port field set to 2021, you need to manually add a rule to allow the
2021 port. This ensures that the connection is successful.
® Connection to the FTP service might fail when the virtual appliance enter the passive mode. To avoid this, do the following:
® Use active mode instead of passive mode.
® Modify the vnios-sec-group security group to open ports 1023 and above.
® Use the FTP client inside the internal network.
® The vNIOS instances deployed in the OpenStack environment do not support HSM Safenet groups.
® |Pv6 support in the OpenStack environment is limited by the Juno release and has not been verified by Infoblox.
® You cannot configure the reporting virtual appliance as an HA pair. You also cannot configure it as a Grid Master or Grid Master
Candidate. You can use it only as a dedicated reporting server in the Grid.
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